Continuous rheological description of highly filled polymer melts for material extrusion
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A B S T R A C T

In additive manufacturing based on the material extrusion of filled polymer melts, a correct description of the rheological behaviour of the processed material is an important requirement. In case of highly filled feedstocks, complexities connected with a proper flow description are not only caused by the high packaging of powder particles (more than 50 vol.%) but also by the notability participation of polymer binder components in the quantification of shear viscosity. In this study, analytical expressions (master curves) of a true shear viscosity are developed to follow and continuously optimize the rheological dependence of the bulk feedstock on particular variables. A nickel-chromium-based compound (Inconel 718, content 59 vol.%) with thermoplastic binders of different molecular weight of polyethylene glycol was selected for the case study. The proposed master curves comprise simultaneously hitherto separately applied two corrections of an apparent shear viscosity: regarding the different capillary geometries with respect to entrance pressure and outlet extension, and determining an actual velocity profile based on shear rate distribution inside a feedstock. This approach eliminates the hitherto used non-Newtonian index, by means of which the logarithmic derivative was approximated. As the master curves depend exclusively on the shear rate and molecular weight of polyethylene glycol and do not involve any adjustable parameter, their application is straightforward. Their accuracy does not exceed experimental errors.

© 2020 Published by Elsevier Ltd.

1. Introduction

The use of highly filled polymer compounds in additive manufacturing (AM) based on material extrusion is limited by the flow performance of the available feedstocks [1,2]. Its merging with powder injection moulding (PIM) [3] gives a possibility to adopt - besides powder characteristics - also the computer-aided engineering (CAE) approaches, which were originally developed for the PIM processes [4].

However, while the methodology of simulation of debinding and sintering steps is well established (e.g. in [5]), this has not been the case for part-forming step, where the rheological description of the used feedstocks faces instabilities and serious challenges [6–8], flow data fitting is provided based on the apparent values of shear stress and shear rates, and the discrete approximation of rheological parameters introduces errors in data fitting. Consequently, this has a direct impact (incorrect entry data) on reliability of simulations of the overall process.

Furthermore, in AM, the available rheological data [9–12] are rather scarce in the case of highly filled compounds compared to pure polymer materials [13–23]. Regardless of the detrimental issues, e.g., nozzle clogging caused by high viscosity and powder–binder separation, obtaining true values of shear viscosity subjects to two factors: 1) correctness of pressure induced in nozzles related to the flow inlet; 2) expansion of the feedstocks after leaving the nozzles, which is rather negligible due to combination high filler loadings and wall-slip [24].

Feedstock rheometry is not only complicated by high loadings of powder particles, but equally by presence of binder components and additives (dispersants, stabilizers, plasticizers, and intermolecular lubricants) [25]. Their impact on rheological characterization is even more substantial for AM than for PIM [1]. The problem is that the hitherto used rheological (constitutive) models are unable to include more than one component in the studied highly filled mixtures and only powder particles (partially geometrical shape) are considered. However, during simulation, it is necessary to optimize the contents of a binder.

This situation reflects the aim of this study. For metal powder processing, nickel–chromium-based powder particles (Inconel 718)
were chosen and mixed with a binder comprising poly(ethylene glycol) (PEG), poly(methyl methacrylate), and stearic acid. While Claudel et al. [26] focused on the variation of particle size distribution of Inconel 718, we altered the molecular weight of PEG. A master curve depicting the apparent rheological behaviour of a feedstock with varying molecular weight of PEG is proposed, i.e., the corresponding constitutive model describing the apparent shear viscosity does not depend on any adjustable parameter, and the only parameter in this relation is represented by the molecular weight of PEG. This apparent master curve is used to significantly improve the accuracy of the resulting true shear viscosity of the feedstock described by the true master curve (again no fitting parameter), which includes the Bagley and Weissenberg–Rabinowitch corrections.

2. Experimental

2.1. Material

An analysed feedstock comprises 59 vol.% of nickel–chromium-based powder Inconel 718 (Sandvik Osprey Ltd, UK). In Fig. 1, the spherical shape of the powder particles is shown using a scanning electron microscope Vega II LMU (Tescan, Czech Republic). The particle size distribution ($D_{10} = 4.36 \mu m$, $D_{50} = 8.96 \mu m$, and $D_{90} = 17.8 \mu m$) was determined using a laser diffraction particle size analyser Mastersizer 3000 (Malvern, UK). The specific surface area is 779 m$^2$/kg.

The binder includes three components: 83 wt.% PEG (Sigma-Aldrich, USA), 15 wt.% poly(methyl methacrylate) particles (Scott Bader Co Ltd, UK; 0.1–0.2 $\mu m$; $M_w = 10^6$ g/mol), and 2 wt.% surfactant stearic acid (Prolabo Chemicals (VWR, USA). The stearic acid is widely used in feedstocks because of its positive contribution to high levels of packaging and flowability, substantially reducing the porosity of the final products [27].

In the present analysis, all the volumetric (59 and 41 vol.%) and weighted (83, 15, and 2 wt.%) percentages are fixed; the only altered parameter is the molecular weight of PEG, however, with a strong rheological impact. Five PEG materials with different molecular weights were evaluated using a high-performance liquid chromatography (HPLC) system (Waters, USA), operated in the gel permeation chromatography (GPC) mode and coupled with an evaporative light scattering detector (ELSD, Waters 2424) set at a nebulizer temperature of 12°C, a drift tube temperature of 40°C, and an N$_2$ pressure of 0.4137 MPa. The separation was conducted using a Shodex Ohpak SB-806M HQ bed column ($300 \times 8$ mm, 13 $\mu m$ particles) (Showa Denko K.K., Japan). The flow rate of the mobile phase (water) was 1.0 mL/min, and the injection volume was 10 $\mu$L. The GPC system was calibrated with narrow pullulan standards (ranging from 180 to 708,000 g/Varian). The polymer samples (3–3 mg) were dissolved in 1 mL of deionized water and filtered prior to analysis. Data processing was done using the Empower software. Furthermore, the differential scanning calorimetry (DSC) measurement was applied to determine the melting ranges of individual PEG components (Pyris 6 DSC, Perkin Elmer, USA) under an atmosphere of argon with a gas flow of 20 mL/min at a heating rate of 10 K/min. The obtained results, including the notations of the PEG materials, are listed in Table 1.

2.2. Rheological measurements

In contrast to rotational rheometers, the capillary ones can set pressure conditions that are almost similar to the conditions of industrial processes. However, the focus should be on the correct interpretation of the obtained data because of their use in simulations. Therefore, instead of using apparent shear rate/stress data to calculate the apparent shear viscosity as in the case of the comparison of feedstocks that include varying powder loads and/or binder compositions, true values are used. To obtain true values of shear viscosity, two types of corrections are used (derived for round capillaries):

1) Bagley correction – used to compensate different capillary geometries regarding entrance pressure and outlet extension

2) Weissenberg–Rabinowitch correction – used to compute the actual velocity (non-parabolic profile) and thus, shear rate distribution in a non-Newtonian fluid (feedstock).

Using a capillary rheometer, the apparent viscosity ($\eta_a$) is given by

$$\eta_a = \frac{T_a}{\gamma_a}$$

(1)
where \( \tau_a \) is the apparent wall shear stress and \( \dot{\gamma}_a \) is the apparent shear rate. These two quantities are expressed through physical and geometrical quantities by

\[
\tau_a = \frac{\Delta p R}{2L},
\]

\[
\dot{\gamma}_a = \frac{4Q}{\pi R^3},
\]

where \( \Delta p \) is the measured pressure gradient (drop), \( R \) is the radius of a capillary die, \( L \) is the length of a die, and \( Q \) denotes the volumetric flow rate.

First, it is necessary to compensate pressure gradients (Bagley correction) regarding the corrections \( (\Delta p_{end}) \) at the entrance and exit sections of the capillary dies and to obtain the corrected (true) wall shear stress

\[
\tau_c = \frac{(\Delta p - \Delta p_{end}) R}{2L}.
\]

Second, the transformation of a parabolic velocity profile inside the dies using the Weissenberg–Rabinowitch correction provides the corrected (true) shear rate

\[
\dot{\gamma}_c(\tau_c) = \frac{4Q}{\pi R^3} \left[ \frac{3 + d \ln \dot{\gamma}_a}{d \ln \tau_c} \right] = \dot{\gamma}_a \left[ \frac{3 + d \ln \dot{\gamma}_a}{d \ln \tau_a} \right].
\]

Third, the true shear viscosity can be determined finally

\[
\eta_c = \frac{\tau_c}{\dot{\gamma}_c}.
\]

The rheological measurements were carried out using a capillary rheometer Rheograph 50 (Goettfert, Germany). The dependency of viscosity on shear rate was analysed at \( 140^\circ \text{C} \) using three round capillary dies \( (L/D \text{ ratios: } 5/1, 10/1, \text{ and } 20/1; D = 1 \text{ mm}) \) and a "zero" die \( (L/D \text{ ratio: } 0.2; D = 1 \text{ mm}) \). All measurements were obtained in a controlled-rate mode (at a constant piston speed) at the shear rate range of \( 200-2500 \text{ s}^{-1} \). The obtained values are determined using the capillary die geometry, shear rate, and measured pressure drop.

### 3. Results and discussion

The analysis of the measured data is classified into three steps:

- Introduction of an apparent master curve to describe apparent shear viscosity covering sufficiently broad regions of the shear rates and molecular weights of PEG binder components; these are the only inputs in the master curve that does not include any adjustable (fitting) parameter
- Evaluation of entrance pressure and outlet extension (Bagley correction). This step introduces an explicit functional relation based on shear rates and molecular weights
- Application of the Weissenberg–Rabinowitch correction in its original form, i.e., using a logarithmic derivative. This is enabled by applying the explicit form of the apparent master curve and introducing a true master curve respecting the corrections. This approach eliminates hitherto used a non-Newtonian index \( n \), by means of which the logarithmic derivative is approximated.

### 3.1. Apparent master curve

The measurement of apparent viscosity was conducted at the discrete points of the apparent shear rate \( (200, 250, 500, 700, 1000, 1500, 2000, \text{ and } 2500 \text{ s}^{-1}) \). Five feedstocks differed only in terms of the molecular weights of the PEG binder components. The viscosity depends on the shear rate and the shear stress in a pseudoplastic manner, and as expected, it increases with the molecular weight of the PEG binder component.

Based on the analysis of the experimental data, the following relation for the apparent master curve describing apparent viscosity can be proposed

\[
\eta_a = 23 + 0.105 M_w^2 + 150000 \cdot (\dot{\gamma}_a + 105)^{0.0067 M_w^{-1.4}}.
\]

where \( \dot{\gamma}_a \text{ (s}^{-1}) \) is the apparent shear rate and \( M_w \text{ (kg/mol)} \) is the molecular weight of the individual feedstocks. In deriving the functional form of Eq. (7) a relatively simple form of dependence of apparent viscosity on apparent shear rate was chosen: a 4-parameter power function \( \eta_a = C_1 + C_2(\dot{\gamma}_a + C_3)^{C_4} \), where consequently the parameters \( C_1 \) and \( C_2 \) were optimized as quadratic and linear functions of \( M_w \), respectively. The comparison between the proposed apparent master curve and the experimental data is depicted in Fig. 2. Eq. (7) contains no adjustable parameters. Each individual curve in Fig. 2 corresponds to one chosen molecular weight (according to a binder composition). The upper curves express behaviour of apparent shear stresses and the lower ones behaviour of apparent shear viscosities in dependence on apparent shear rate. The mean deviation of apparent viscosity across all the measured points is 4.3 %. The functional form of Eq. (7) (and also below introduced equations) should not express its course only in pointwise approach but especially with emphasis to overall behaviour (first derivative: increase and decrease, second derivative: convexity and concavity). Such approximation then ensures a possibility to approximate behaviour of first derivative through the proposed functional forms.

### 3.2. Bagley correction

The Bagley correction evaluates the entrance pressure and outlet extension. For its analysis, three “non-zero” capillary dies \( (L/D \text{ ratios: } 5/1, 10/1, \text{ and } 20/1; D = 1 \text{ mm}) \) and a “zero” die \( (L/D \text{ ratio: } 0.2; D = 1 \text{ mm}) \) were used for P27K (Fig. 3). A similar linearity for individual shear rates was also observed for the remaining
molecular weights. The negligible deviation from linearity is listed in Table 2, where Δ (angle) is the difference between two consecutive segments connecting the following points: L/D = 20 and 10 and L/D = 10 and 5. This indicates the accuracy of the approximated Bagley correction (ΔP_{end}) corresponding to L/D = 0.

Fig. 4 depicts the possibility of the linear description of the Bagley corrections ΔP_{end} derived by a linear approximation at L/D = 0 for P11K. Based on the analysis of the Bagley corrections (ΔP_{end}) for various molecular weights, the following relation can be proposed

\[ \Delta P_{end} = \Delta P_{end}(\dot{\gamma}_a, M_w) = K(M_w) \cdot (0.005 \dot{\gamma}_a + 0.65). \]  

(8)

where the parameter K = K(M_w) depending on the molecular weights is shown in Table 3. If we compare the values of the Bagley corrections (ΔP_{end}) obtained using the linear interpolation (as indicated in Fig. 3) of all five materials with the approximated values generated by Eq. (2), the mean deviation of all 40 points attains 7 %, which is comparable with the experimental errors.

3.3. Weissenberg–Rabinowitch correction - true master curve

In Fig. 3, the slopes (k(\dot{\gamma}_a, M_w)) of the lines relating Δp and L/D are identical to the ones relating (Δp - ΔP_{end}) with L/D for the same shear rates and molecular weights. Hence, the true corrected shear stress can be expressed as

\[ \tau_c = \frac{(\Delta p - \Delta P_{end})R}{2L} = \frac{(\Delta p - \Delta P_{end})}{4L/D} = \frac{1}{4} K(\dot{\gamma}_a, M_w). \]  

(9)

As indicated in Table 2, the optimized experimental values of slopes k exhibit completely negligible deviations from the experimental values. Therefore, if these 40 discrete experimental points (5 molecular weights x 8 shear rates) are approximated by a sufficiently smooth surface plane (k above \dot{\gamma}_a and M_w), then we have an approximated relation describing the course of corrected shear stress values. Based on the analysis of the experimental data, the following relation can be proposed

\[ k(\dot{\gamma}_a, M_w) = 0.5 + A(M_w) \cdot \dot{\gamma}_a^{B(M_w)}. \]  

(10)

where

\[ A(M_w) = 0.0000046M_w^{2.55}. \]  

(11)

\[ B(M_w) = 1.23 - 0.307\log(M_w). \]  

(12)

The deviation of this surface plane from the experimental data is depicted in Fig. 5, and its mean value is 2.5 %. Smoothness and negligible deviations ensure that the courses of the first and second derivatives with respect to the molecular weight and shear stress consider the convexity and concavity of the experimental surface plane as well. In other words, in the Weissenberg–Rabinowitch correction, a derivative can be realized with respect to \dot{\gamma}_a. After differentiating a logarithmic derivative in Eq. (5), we obtain

\[ \dot{\gamma}_c(\tau_c) = \dot{\gamma}_a \left[ \frac{1}{4} \left( 3 + \frac{\tau_c}{\dot{\gamma}_a} \frac{d\tau_c}{d\dot{\gamma}_a}^{-1} \right) \right] = \frac{3}{4} \dot{\gamma}_a + \frac{1}{4} \tau_c \left( \frac{d\tau_c}{d\dot{\gamma}_a} \right)^{-1}. \]  

(13)

where (according to Eqs. (9) and (10))

\[ \frac{d\tau_c}{d\dot{\gamma}_a} = \frac{1}{4} \cdot A(M_w) \cdot B(M_w) \cdot \dot{\gamma}_a^{B(M_w)-1}. \]  

(14)

Then, an explicit relation for true (corrected) viscosity

\[ \eta_c = \frac{\tau_c}{\dot{\gamma}_c}. \]  

(15)
is determined by the Eqs. (9)–(14). Comparing with Eq. (7), we can observe the discrepancies between the true (corrected) master curve and the apparent one. These are caused by respecting both Bagley and Weissenberg-Rabinowitch corrections which are quite often neglected without any substantiation. Consequently, this neglect resulting in incorrect entries to the following steps (debinding, sintering) significantly participates in worsen quality of the final products.

The proposed corrected master curve for corrected shear viscosity has the following advantages:

- A simple algebraic form comprising only additive and power terms (the unit of molecular weight should be kg/mol)
- No adjustable (fitting) parameter in the final relation
- Higher (continuous) coverage with very good accuracy related to $\eta_s$ (200–2500 s$^{-1}$) and $M_w$ (11.1–37.3 kg/mol)

The nominal molecular weights of PEG supplied by the producers quite often differ from the real ones. Because of the continuous range of molecular weights, any value can be inserted in the final relation.

4. Conclusions

The optimization of feedstock compositions is difficult to implement if rheological behavior is only known for discrete values of the entry components. In simulation, it should comply with the continuous changes in the geometrical arrangement of material inlets and with the continuous adjustment of pressure gradients exerted to a feedstock. In our case, the proposed true (corrected) master curve provides an adequate solution as the shear viscosity can be determined for any molecular weight of PEG without considering any adjustable (fitting) parameter. The distinct advantage is that the true master-curve approximation does not exceed experimental errors in the whole intervals of the molecular weights of PEG and exerted shear rates.
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