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Abstract
Purpose –This study aims to assess subjective responses in computer science education to understand students’
grasp of core concepts. Extracting key ideas from short answers remains challenging, necessitating an effective
method to enhance learning outcomes.
Design/methodology/approach – This study introduces KeydistilTF, a model to identify essential concepts
from student and teacher responses. Using the University of North Texas dataset from Kaggle, consisting of 53
teachers and 1,705 student responses, themodel’s performance was evaluated using the F1 score for key concept
detection.
Findings – KeydistilTF outperformed baseline techniques with F1 scores improved by 8, 6 and 4% for student
key concept detection and 10, 8 and 6% for teacher key concept detection. These results indicate the model’s
effectiveness in capturing crucial concepts and enhancing the understanding of key curriculum content.
Originality/value – KeydistilTF shows promise in improving the assessment of subjective responses in
education, offering insights that can inform teaching methods and learning strategies. Its superior performance
over baseline methods underscores its potential as a valuable tool in educational settings.
Keywords Key concepts, Teacher-student model, Core ideas, Concept detection, Dynamic of learning
Paper type Full length article

1. Introduction
There has been a notable increase in initiatives aimed at providing comprehensive computer
science (CS) education to all students [1,2]. The crucial idea of extracting core concepts is
essential to this advancement. Through analyzing and deriving key concepts from the
responses of both students and teachers, educators can improve curricula, offer focused
feedback and ensure that the methods of instruction align with core values. The process of
distilling essential concepts into a manageable form can help teachers grow professionally.
Teacher growth and improvement are facilitated by the analysis of student responses, which
enables them to pinpoint areas for improvement in their teaching and learning methods. The
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answers given by students are in variable context compared to the key solutions provided by
teachers. Evaluating and assessing the very short subjective answers is quite challenging, as
they contain very little domain and key information. These answers are natural language
responses given by the students. The key concepts in student and teacher responses are known
as unigrams (one word), bigrams (two words) and trigrams (three words). In addition to this,
bigrams and trigrams providemore nuances and context information as compared to unigrams.
These language units are essential for improving written content [3–5]. These fundamental
ideas enable teachers to evaluate language proficiency and comprehension in the classroom
while also empowering students to express themselves clearly. Teachers can develop students’
textual analysis and critical thinking abilities by stressing the significance of bigrams,
unigrams and trigrams. Thiswill ultimately lead to clearer communication and more insightful
assessments in the classroom [6,7]. A few CS examples to highlight the significance of
unigrams, bigrams and trigrams in student and teacher responses are as follows:
Unigram: In the realm of programming, a unigram is a fundamental linguistic unit

representing a single word or term that encapsulates a specific concept. In simpler terms, it
serves as a basic building block of language, allowing for concise expression and
understanding of key ideas. An example of a unigram in programming is the word
“algorithm.” This phrase refers to a methodical set of guidelines or directives intended to
resolve a computational issue. Students can use the idea of an “algorithm” that resembles a
unigram to quickly explain the reasoning or procedures required to solve challenging
computational problems [8]. A unigram is essentially a linguistic shortcut that helps students
express and understand the basic ideas that are necessary for solving problems in the field of
computation.

Bigram: Building on the example of programming, a bigram such as “machine learning”
presents a particular area of CS. By combining two terms, it emphasizes the connection
between algorithms and data-driven decision-making and conveys a more specific field of
study. By using these paired terms, students can converse and investigate more complex
subjects, fostering a more thorough and sophisticated discourse within the classroom.
Essentially, bigrams act as links between discrete ideas and open the door to a more in-depth
investigation of the various aspects that CS encompasses [9].

Trigram: Following that, a trigram denoting “natural language processing” delves into a
specific field within machine learning. This word combination sheds light on the connection
between computational techniques, algorithms and language comprehension, providing a
more comprehensive understanding of the student’s knowledge.

The objective of this study is as follows:

(1) To develop a model that can extract the important key concepts from student and
teacher answers to identify the patterns and variations in provided answers and

(2) To compare the developed model for other key concepts and baseline methods.

Meanwhile, there are many advantages of keyword extraction methods in education settings
[10–12] such as curriculum can be organized through keyword search and textbooks and
materials can be sorted through key concept ideas. Even researchers used the keywords to
search the relevant articles and case studies for their domain of interest. Keyword extraction
can also be incorporated in grading and assessment tasks to understand howwell students align
the conceptwith a teacher-centric domain. Based on thematched keywords, teachers can grade
student answers accordingly.

2. Related works
Previous studies have explored various methods for extracting key concepts in the forms of
unigrams, bigrams and trigrams from diverse sources, including journal articles, newspapers
and blogs. For instance, Ref. [13] proposed YAKE, a lightweight and unsupervised method
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capable of extracting keywords from multiple documents without the need for prior training.
YAKE can handle different sizes of key concepts, offering a versatile solution for key phrase
extraction. In addition to YAKE, other methods such as KP-Miner, Multipartite Rank (MR)
and TeKET have been widely used for key concept detection across various domains [14]. KP-
Miner, known for its unsupervised and lightweight nature, initially selects candidate
documents or sentences, assigns weights and then extracts frequently used terms. It
incorporates a modified version of term frequency-inverse document frequency (TF-IDF)
along with N-Gram analysis in its ranking methodology, adjusting the weights of multi-word
candidates based on their single-word counterparts [15]. Similarly, TeKET is a tree-based key
phrase extraction algorithm that operates independently of domain constraints, requiring
minimal statistical knowledge. It employs a binary tree, KePhEx, to efficiently select key
phrases, excelling in extracting significant terms from the initial candidate pool. MR further
advances the field by implementing a two-step process: document graph conversion and
relevance scoring. It leverages positional information to assign edge weights, demonstrating a
preference for early text key phrases and forming a directed graph across different topics [16].
This complexity allows MR to surpass previous graph-based algorithms. Likewise, the widely
known TF-IDF method evaluates term significance by considering both term frequency within
a document and its rarity across the dataset [17], aiding in tasks like document similarity and
information retrieval. Advanced methods like KeyBERT, as used by Ref. [18], incorporate the
contextual understanding of Bidirectional Encoder Representations from Transformers
(BERT) to extract key phrases. KeyBERT goes beyond frequency-based techniques by
leveraging pre-trained language models to identify the most contextually relevant terms,
assisting in tasks such as summarization and topic modeling [19]. KEA, another powerful
algorithm designed for keyword extraction [20], utilizes a multimodal approach that integrates
both linguistic and statistical features to identify key phrases effectively [21].

Despite the success of these methods in various applications, there remains a gap in
handling short, i.e. subjective responses commonly found in educational settings. Many of
these algorithms require further adaptation to effectively capture key concepts in concise,
domain-specific answers provided by students, which this study aims to address.

Figure 1 presents the general concept of extracting the key concepts from algorithms. The
unsupervised or supervised nature of algorithms can detect one word (unigram), two words
(bigram) and three words (trigram). Moreover, the short nature of subjective answers makes
the machine learning algorithms challenging to extract the key concepts. This study follows
Bloom’s taxonomy level 1 “remembering” type questions from the CS domain. Level 1 of
Bloom Taxonomy contains the answers that are concise and hard to assess for several
algorithms. Level 1 concentrates on memorization of information, which might not help
develop a thorough comprehension of the subject. Students may find it difficult to understand

Figure 1. Example of the general pipeline of key concept extraction
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the larger meaning or context. Such types of questions contain very little information to
respond to the answer. Figure 2 mentions the levels of Bloom’s Taxonomy.

3. Methodology
KeydistilTF is a model specifically designed to extract key phrases from teacher and student
responses with high effectiveness. As shown in Figure 3, the model operates through several
distinct phases: preprocessing, embedding, key phrase extraction, TF-IDF vectorization and
output similarity calculation. The primary contribution of KeydistilTF lies in its integration of
distilBERT embeddings into the key phrase extraction process, which allows it to move
beyond traditional frequency-based methods. Unlike other models such as RAKE, YAKE and
TF-IDF, which rely on statistical approaches and frequency co-occurrence to identify key
concepts, KeydistilTF captures the semantic relationships between words. Moreover, its
unique ability to extract both positive and negative key points sets it apart, enabling a more
holistic evaluation of responses. This robust approach ensures a deeper and more nuanced

Figure 2. Example of bloom’s taxonomy levels

Figure 3. Example of proposed KeydistilTF model
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analysis of student and teacher answers, offering a comprehensive solution for key concept
extraction that goes beyond mere statistical patterns.
Input: The model accepts the input in the form of reference answers and student answers.

We have annotated the reference answer with ground truth key phrases repeated the same for
the student answers.

Step 1: The model uses preprocess techniques from the Sandford CoreNLP and KeyBERT
libraries. To reduce the noise from text, the model removed the stop words, punctuations
and spelling mistakes and applied case-folding techniques to make the text more readable
for the algorithm. Table 1 illustrated the example of noise removal techniques.

After removing the noise, the model applied the natural language processing (NLP) tokenizer
from the preprocessing library to split the sentences into chunks. Tokenization enhances text
processing efficiency by breaking down input text into smaller units, such as words or phrases,
facilitatingmore effective analysis and computation. For example, after applying the tokenizer
to the teacher answer, it looks like “location,” “memory,” “store,” and “value.” Same applied
on the student answer: “variable,” “location,” “computer,” “memory,” “value,” “stored” and
“program.”

Step 2: In NLP, embeddings are essential because they represent words or phrases in a
continuous vector space and capture their semantic relationships [22] Embeddings are
numerical representations of textual elements within the KeyBERT model. A significant
change happened in the second step of our procedure when we switched from BERT
embeddings to distilBERTembeddings. This change is significant because it uses the faster
and more simplified distilBERT version of the BERT model to create embeddings [23].
This modification contributes to the overall efficacy of the KeyBERT algorithm by
improving the model’s efficiency and guaranteeing the extraction of more dependable and
contextually rich embeddings.

Step 3: In this phase, the algorithm proceeded to methodically recognize and extract
important terms from the answers provided by teachers and students. These crucial phrases
were carefully chosen to avoid repetition because of their rarity and significance to the
corresponding sentences. Most remarkably, the model showed that it could identify
negative terms when there was negation in the sentences. In addition to ensuring that key
terms are extracted, this nuanced approach takes into consideration the finer points of
negation, resulting in a more thorough comprehension of the information presented in both
teacher and student responses.

Step 4: After this, the model went through a procedure where the teachers’ and students’
key concepts were transformed into TF-IDF vector representations. The next stage was to
determine how similar each key concept was to the corresponding annotated ground truth

Table 1. Example of noise removal techniques from student and teacher answers

Question Answer Case folding (lower case)

Stop word,
punctuation, and
spelling errors

What is a
variable?

Teacher answer: A location in
memory that can store a value

a location in memory that can
store a value

location memory store
value

Student answer: A variable is the
location in computer’s memory
where a value can be stored for
use by a program

a variable is the location in
computer’s memory where a
value can be stored for use by a
program

variable location
computer memory
value stored program

Source(s): Authors’ own creation
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key phrases, as depicted in Table 2. Section 4 provides a detailed explanation of the data
collection ground truth annotation. Moreover, the similarity between the ground truth and
model extracted bigrams has been done with the help of cosine similarity as depicted in the
formula:

3.1 Equation

Cosine θ ¼
A:B
jjAjjjjBjj

¼

Pn

i¼1
AiBi

ffiffiffiffiffiffiffiffiffiffiffiffi
Pn

i¼1
A2

i

r
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPn

i¼iB2
i

p
(1)

The above equation (1) explains the formula of cosine similarity. The symbol A$B denotes the
dot product of vectors jjA jjand jjBjj. The corresponding components of the two vectors are
multiplied, and the results are then added up to determine the dot product. In essence, the
cosine of the angle formed by two vectors is measured by the cosine similarity formula.
Avalue between�1 and 1 is the outcome, where a value of 1 signifies that the vectors are the
same. The vectors are orthogonal (no similarity) when the value is 0. The vectors are opposed,
as indicated by the number �1. This is particularly important when dealing with text data,
where words, phrases or documents are often represented as vectors in a high-
dimensional space.

4. Data collection and experimentation details
In our investigation, we gathered sample data from the University of North Texas dataset [24],
specifically focusing on 12 assignments within the realm of data structures in the field of CS.
Approximately 29–30 students actively participated in responding to the assigned questions.

Table 2. Example of key concept extraction from model KeydistilTF

Question Answers

Model
extracted key
phrase by
KeydistilTF

Human
assigned key
phrases

Negative
Terms

Cosine
similarity

Question 1: What is
a variable?

Reference answer:A
location in memory
that can store a value

Memory
location
store value
memory store

Memory
location
store value

N/a 0.95

Student answer: A
variable is the
location in
computer’s memory
where a value can be
stored for use by a
program

Variable
location
computer
memory
value stored
stored program

Variable
location
computer
memory,
stored value

N/a 0.89

Question 2:What are
the main advantages
associated with
object-oriented
programming?

Reference answer:
Abstraction and
reusability

Abstraction
reusability

Abstraction
reusability

N/a 0.1

Student answer:
Always scalable, no
optimization needed

Always
scalable, no
optimization

Always
scalable, no
optimization

No
optimization

0.1

Source(s): Authors’ own creation
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The responses underwent grading by two human evaluators; the dataset is freely available
online on Kaggle source. This dataset was employed for the extraction of key concepts in this
study, involving manual annotation of both teacher and student answers. Notably, a great deal
of research has made use of this dataset, which has helped to resolve several research gaps. We
randomly selected the number of answers from the dataset for key concept extraction as
depicted in Table 3. In addition to this, Figure 4 presents the libraries and experimentation
details used in this study. This depicts that along with preprocessing libraries, a list of negative
terms has been created, which include “no, doesn’t, don’t, nothing, not, didn’t, had not, not
been, never, cannot and couldn’t.” According to this list, we have seen rare negative terms
inside the student as well as teacher answers.

The approach used in our analysis is depicted in Figure 4, which also shows how Python 3
and Jupyter Notebook work together seamlessly. Spelling errors were corrected to improve the
textual data’s quality, and theKeyBERT librarywas essential inmaking key concept extraction
easier. Furthermore, the addition of TF-IDF vectors raised the level of complexity in our
method. This vectorization method allowed for a quantitative evaluation of similarity with the
ground truth. By embracing both linguistic refinement and contextual similarity assessment,
the application of these cutting-edge tools and techniques highlights the comprehensive nature
of our analytical framework and ensures a strong evaluation of key concept extraction.

5. Comparison and findings
The model has been compared with a few baseline studies. Such as YAKE [13] RAKE [25]
KeyBERT [18] andwidely usedmethodTF-IDF vectors [26]. Few examples of questions from
the UNT dataset that have been used for evaluation.

Question 1. What is the role of a prototype program in problem-solving?

Table 3. Illustrates the available data used by the model for key concept extraction

Total teacher answers Human annotated key concepts Total student answers
Human annotated key
concepts

53 324 1705 3,254
Source(s): Authors’ own creation

Figure 4. Example of libraries used in the experiment

Applied
Computing and

Informatics



Question 2. What is a variable?

Question 3. What are the main advantages associated with object-oriented programming?

Question 4. What is the scope of global variables?

Initially, we assessed the outcomes pertaining to teacher responses and student responses. The
findings are summarized in Supplementary material Appendix 1, showcasing key concepts
extracted by the model from teacher answers and student answers in Tables A1 and A2 across
different models, as previously indicated. Additionally, we delve into the nuanced insights
gleaned from this comparative analysis. Table A1 provides a comprehensive overview of the
key concepts extracted by several models. Our analysis has revealed that RAKE and TF-IDF
models would benefit significantly from further optimization techniques to enhance their
precision in extracting the most relevant key terms. The extraction criteria were based on the
conditions and size of bigrams (2,2), specifically targeting the extraction of the top five
bigrams. Upon closer examination, it was observed that KeyBERT, while proficient in key
concept extraction, exhibited a tendency to extract some terms in reverse and included a few
rarewords that were not present in the ground truth concepts. This observation highlights areas
for potential refinement in the algorithm to ensure amore accurate alignmentwith the expected
key concepts. Furthermore, within the context of Table A3, the abbreviation “TA” is utilized to
denote teacher answers, adding clarity to the source of the extracted key concepts. This
categorization aids in distinguishing between key concepts derived from teacher responses and
facilitates a more nuanced understanding of the model’s performance across different inputs.
Moreover, Table A3 presents the key concepts extracted from students’ answers. Moreover,
Table A2 serves as a detailed showcase of the key concepts derived from student responses,
shedding light on substantial performance variations among the models employed. Notably,
YAKE and KeyBERT outperformed RAKE and TF-IDF in this context, demonstrating a
higher efficacy in capturing essential information from the student answers. The noteworthy
aspect of these models lies in their ability to successfully extract stop words, as well as
unigram, bigram and trigrams, showcasing their versatility in handling diverse linguistic
structures. Despite these achievements, it is crucial to acknowledge the ongoing need for
refinement and advancement, particularly in the realm of optimizing methods for extracting
negative key terms. While the current models excel in identifying positive or neutral concepts,
the process of effectively capturing negative key terms remains an area with considerable
room for enhancement. This recognition underscores the evolving nature of these
methodologies and the imperative to continually refine them to ensure a more
comprehensive and nuanced understanding of textual content.

5.1 Performance comparison of key concept extraction algorithms
The evaluation of performance involved a thorough comparison using machine learning
evaluation metrics, namely precision, recall and F1 score. Thesemetrics provide a quantitative
measure of how well the models are performing in terms of accuracy and completeness, with a
balanced combination of both the results have been presented in tabular form in Table A3. Key
concept extraction from teacher answers are presented in Table A4. Key concept extraction
from student answers in Supplementary material Appendix 1.
5.1.1 Equations for average similarity score, precision, recall and F1.

Precision ¼
TP

TPþ FP
(2)

Recall ¼
TP

TPþ FN
(3)
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F1 ¼ 2
ðPrecision * RecallÞ
Precisionþ Recall

(4)

Avg similairty ¼
answerscore1þ answerscore2þ answerscore3

total answers
(5)

In addition, to this, Figures 5 and 6 present a detailed comparison with baseline methods.
Figure 5 offers a detailed look into the comparative analysis results for extracting key

concepts from teacher answers. The findings suggest that the models generally yield
satisfactory results; however, there are notable areas where optimization is still needed.

Figure 5. Key concept extraction from teacher answers

Figure 6. Key concept extraction from student answers
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Particularly, RAKE and TF-IDF models exhibit room for improvement, as they occasionally
include rare words that were not initially part of the ground truth. Moreover, in this evaluation,
YAKE and KeyBERT continue to outperform TF-IDF and RAKE. It’s worth noting that the
improved performance of KeyBERT can be attributed to the strategic adjustment of its pre-
trained model and the incorporation of TF-IDF vectors. This modification has resulted in
markedly superior outcomes compared to other models, underscoring the significance of
thoughtful model selection and feature integration in enhancing the accuracy and relevance of
extracted key concepts. The ongoing pursuit of refinement and optimization, as evidenced by
the insights from Table A4, highlights the dynamic nature of key concept extraction models.
By addressing specific challenges and fine-tuning model parameters, we aim to consistently
enhance the overall efficacy and reliability of these models in accurately capturing key
concepts from teacher responses.

Furthermore, Figure 6 showcases the comparative results of extracting key concepts from
student answers. Interestingly, the performance aligns closely with that observed in teacher
answers, suggesting a consistent and comparable effectiveness across both sets of responses.
This parallel performance indicates that themodels are operating similarly on both teacher and
student inputs. Despite the overall results, there remains a way of improving the models,
particularly the RAKE and TF-IDF. These models need various optimization techniques for
refining the key concepts. Several duplicate key phrases have been identified from these
methods. This repetition causes the model to reduce its effectiveness. A standout in this
evaluation is the KeydistilTF model, which has demonstrated substantial improvement over
other baseline methods. This noteworthy advancement underscores the model’s effectiveness
in extracting key concepts from student responses, marking it as a promising approach in the
landscape of key concept extraction. The recognition of commonalities in model performance
across teacher and student answers, coupled with the identified areas for improvement,
contributes valuable insights for future refinements in key concept extraction techniques.
Continued efforts in optimizing models like KeydistilTF and addressing specific challenges
with RAKE andTF-IDF can further elevate the overall efficacy of key concept extraction from
diverse textual inputs.

The comparative analysis that follows provides results expressed as percentages and
provides a thorough analysis of the data. These findings shed light on the comparative aspects
of the analysis and offer insightful information while also advancing a thorough
comprehension of the percentages. Additional investigation of the results adds to the
richness of this synopsis by providing a more nuanced viewpoint on the comparative features
noted in the data analysis.

Table 4 explains the percentage difference between our model and with other methods. The
average similarity is 11% over RAKE, 11% similarity over YAKE, 14% similarity over TF-
IDF and 7% similarity over the KeyBERT model. This similarity indicates that the overmodel
has captured unique and representable key phrases that match with the ground truth key
concepts presented in human annotations. Likewise, 10% precision over RAKE, 9% precision
over YAKE, 12% precision over TF-IDF and 5% precision over the KeyBERT model.
Precision determines that the positive instances have been carefully selected by our model. In
addition to this, 10% recall over RAKE, 8% recall over YAKE, 9% recall over TF-IDF and 8%
recall over the KeyBERT model. Recall rate on teacher answers indicate the actual instances
are selected as presented in human annotations. However, 10% f1 over RAKE, 8% f1 over
YAKE, 10% over TF-IDF and 6% over the KeyBERT model. F1 here indicated the
combination of both precision and recall over teacher answers key concepts detection.
Furthermore, Table 5 shows the same process applied to teacher answers on student answers.
We have received the 13% similarity over RAKE, 11% similarity over YAKE, 14% similarity
over TF-IDF and 7% similarity over the KeyBERT. In addition to this, 10% precision over
RAKE, 9% over YAKE, 12% over TF-IDF vectors and 5% over the KeyBERT model.
Likewise, 6% recall rate over RAKE, 4% recall rate over YAKE, 5% recall rate over TF-IDF
and 4% over the KeyBERT model. However, 8% f1 score has been received over RAKE, 6%
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Table 4. KeyDistilTF % comparison on a teacher set with other unsupervised models of keyword extraction

RAKE YAKE TF-IDF KeyBERT
Sim P R F1 sim P R F1 Sim P R F1 sim P R F1

KeyDistilTf (KDTF) 13% 10% 6% 8% 11% 9% 4% 6% 14% 12% 5% 8% 7%% 5% 4% 4%
Source(s): Authors’ own creation

A
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C
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Table 5. KeyDistilTF % comparison on a student set with other unsupervised models of keyword extraction

RAKE YAKE TF-IDF KeyBERT
sim P R F1 sim P R F1 Sim P R F1 sim P R F1

KeyDistilTF (KDTF) 11% 10% 10% 10% 11% 9% 8% 8% 14% 12% 9% 10% 7% 5% 8% 6%
Source(s): Authors’ own creation

A
C
I



over YAKE, 8% over TF-IDF and 4% over the KeyBERT model. Both Tables 4 and 5 present
detailed comparative analysis with key concept detection methods.
5.1.2 Elapsed time: key concept extraction and similarity extraction time. In many

situations and applications, elapsed time extraction is crucial because it offers insightful
information and facilitates effective decision-making. A thorough temporal analysis of events,
procedures or activities is made possible by elapsed time extraction. It makes it possible to
measure the amount of time that passes between various events, which aids in understanding
the order and length of events. To maximize real-time performance, it is essential to keep track
of the amount of time that passes between model deployment and inference. It makes it
possible to locate inefficiencies and bottlenecks, which permits modifications to improve the
responsiveness of machine learning applications.

Figure 7 presents the elapsed time of every model used in this study. As for key concept
extraction time, the KeydisitilTF extracted the key concepts within 0.2687 seconds, and
KeyBERT has a slightly better extraction time than our model, which is 0.2392 seconds.
However, TF-IDF is a bit higher, which is 0.3483 seconds. Moreover, YAKE extraction is
0.2358, which is still better than our model, but RAKE extraction is higher than that of every
model used. We consider this a limitation of our model for time extraction using key concept
extraction. In addition, the similarity extraction time of our model is better than other methods
used.Ourmodel extracted the similarity score in 0.0051 seconds,whereasKeyBERTextracted
it in 0.0140 seconds. Other methods such as TF-IDF extracted the similarity score in 0.1232
seconds, and YAKE performed slightly better than KeyBERT but was still lower than our
model. The similarity time extraction is 0.0163 seconds, and the RAKE similarity score is
0.1369 seconds. The elapsed time used in this study can help to improve the model’s
performance over other methods. In addition to this, the summary of comparative findings has

Figure 7. Example of overall elapsed time for key phrase extraction and similarity calculations
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been presented in Table A5 in Supplementary material Appendix 1. Table A5 showcase the
thorough representation of key differences between various models. It presents the key
limitations of various models. KeydistilTF uses the context information with the help of
distilBERT embeddings and can extract 2, 3 and 5 top key concepts from answers. The
similarity value is 0.6 to 1.0, which is considered a moderate value. However, the gram size is
settled 2, by 2, and the model can remove the stop words and remove the duplicate phrase
inside the text. A few rare words were identified that were not included in human annotations.
The model can identify the negative terms inside the text. The KeyBERT model also extracts
relevant key phrases as it utilizes the BERT language model embeddings. The BERT model is
a robust language model that is trained on Google Corpus, Wikipedia and Book Corpus.
Extract the 2, 3 and 5 top key phrases from the answers. The similarity is also from moderate to
high. The same size has been used for extracting the bigrams like 2, 2. Few stop words, as well
as fewuniquewords, are identified in themodel. Themode has also extracted the reverse-order
words from the data. However, themodel is unable to detect the negative terms. In addition, the
YAKE is also a good unsupervised model for key phrase extraction tasks [27]. The model
doesn’t use context information [28]. It is based on word co-occurrences and can extract the 2,
3 and 5 bigrams from the corpus. The model also uses low to moderate and average similarity
values. Despite setting gram size 2,we have seen a fewwords that are unigram and tri grams.A
few duplicated key terms were also identified. The model still needs to be optimized to detect
the negative terms from the data. Likewise, TF-IDF is known as the term frequency and
inverse document frequency method that detects the terms based on their co-occurrences [11].
The model can detect the top 2, 3 and 5 key concepts from answers. The similarity range is low,
high and moderate. The model detects the key concepts with stop words, and a few
duplications are also identified by the model. However, the model didn’t detect the negative
terms from the list of answers provided. Moreover, the RAKE model needs a lot of
improvements to extract the unique phrases. The model is based on word occurrence terms.
The model extracts the top 2 and 3 key terms from the answers. The similarity of the model
ranges from low to high, with the model set to a bigram size of 2. It detects the key terms based
on the co-occurrences. The majority of duplication has been identified inside the model;
however, negative terms have not been detected by the model.

6. Conclusion
The model used in this study is a cutting-edge model that helps to extract the relevant key
phrases from student and teacher answers. The model is further able to identify the negative
key phrases. The student answers from the University of Texas dataset contain very little
information on negative terms; hence, we have identified a few of them successfully, as the
negative terms list has been developed inside the algorithm. KeyDistilTf utilizes the Tf-IDF
vectors to calculate the similarity between ground truth key phrases and extracted model
key phrases. Moreover, the model has been enhanced to utilize the distilBERTembeddings
instead of BERTembeddings because this model can extract the unique phrases. The model
can extract deep and core ideas from the CS domain. The model can be further utilized by
the grading methods, and by extracting the negative and unique terms, the model can be
used to identify sentiments from social sites or customer feedback with little enhancement.
The implication of this model has a broader educational impact, which helps to improve the
instructional strategies and teacher-student content. The model can also be further
enhanced by implementing various other preprocessing techniques such as lemmatization,
truncation, cleaning, stemming, tokenization and part-of-speech tagging. The model is still
flexible to adopt such techniques to improve the student and teacher answers. The key
limitation of the model is that it works in an unsupervised fashion. In the future, the model
can be enhanced with fine-tuning techniques for the extraction of key concepts from
corpora.
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