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ABSTRACT This study compares the performance of Pytorch-based Deep Learning, Multiple Perceptron
Neural Networks with Multiple Linear Regression in terms of software effort estimations based on function
point analysis. This study investigates Adjusted Function Points, Function Point Categories, Industry Sector,
andRelative Size. The ISBSGdataset (version 2020/R1) is used as the historical dataset. The effort estimation
performance is compared among multiple models by evaluating a prediction level of 0.30 and standardized
accuracy. According to the findings, the Multiple Perceptron Neural Network based on Adjusted Function
Points combined with Industry Sector predictors yielded 53% and 61% in terms of standardized accuracy and
a prediction level of 0.30, respectively. The findings of Pytorch-based Deep Learning are similar to Multiple
Perceptron Neural Networks, with even better results than that, with standardized accuracy and a prediction
level of 0.30, 72% and 72%, respectively. The results reveal that both the Pytorch-based Deep Learning
and Multiple Perceptron model outperformed Multiple Linear Regression and baseline models using the
experimental dataset. Furthermore, in the studied dataset, Adjusted Function Points may not contribute to
higher accuracy than Function Point Categories.

INDEX TERMS Software effort estimation, function point analysis, industry sector, relative size, multiple
perceptron neural network, multiple linear regression, software work effort, one-hot encoding.

I. INTRODUCTION
Software Effort Estimation (SEE) might be one of the most
critical phases in designing software projects [1]. Measuring
resources (e.g., cost, time) accurately in the initial phase of
project development is crucial to a project’s short- and long-
term success. The estimation helps software project man-
agers determine how much budget is required to complete
or maintain project activities. On the other hand, inaccurate
estimation might lead to over-allocating resources or creating
an untenable project schedule, resulting in project failure [2].

The fundamental estimation of software project effort
can be based on expert judgment, project expertise,
or theoretical comparisons with completed projects. Such

The associate editor coordinating the review of this manuscript and

approving it for publication was Pinjia Zhang .

predictive approaches are called non-algorithmic techniques
[3], [4], [5]. In contrast, algorithmic-based techniques can be
utilized to measure the effort of software projects in terms of
software functional size.

Function point analysis (FPA) is a foundational technique
for measuring the size of software projects from the user’s
perspective [5], [6]. Allan J. Albrecht developed this tech-
nique in 1979 at IBM. Then, it was extended by the Inter-
national Function Point Users Group (IFPUG). According to
previous reports [7], [8], FPA estimates the software develop-
ment or maintenance independently of the technology used
for implementation. For example, the functional size should
be the same regardless of the problem domain, programming
language, or development type.

However, it is the most challenging process for estima-
tors in software engineering. The main reason for this could
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be due to the diverse project lifecycle models, which may
need varying amounts of resources at different phases of the
project [7]. The standard estimation [8] requires more effort
to record activities, increasing the difficulty and duration of
the estimate. Furthermore, the experience of software devel-
opers, the software team’s project history in the same business
domain, and a variety of other characteristics, as well as
the relationships between these factors, are sometimes not
accurately accounted for [9].

According to Ali et al., several machine-learning tech-
niques have been adopted to predict SEE [10]. Multiple
Perceptron (MLP) is one of those techniques mentioned in
previous reports [11], [12], [13]. Some factors have been
empirically determined, such as the number of hidden layers,
the number of neurons in each hidden layer, and the learning
rate.

In addition, Pytorch was designed mainly by Facebook’s
AI research team and released in 2016 [14], [15]. It is an
open-source machine learning framework, similar to Ten-
sorFlow, used to develop and train neural network-based
deep learning. Pytorch, on the other hand, employs dynamic
computation, allowing for greater flexibility in creating
complex architectures. It is less complicated than other
frameworks incorporating their programming style, such as
TensorFlow [16].

MLP and Pytorch-based deep learning (PyDL) is the focus
and proposed models of the current article. They will also
be used to compare with the Multiple Linear Regression
(MLR) [17], [18], [19] method regarding their performance
and accuracy of effort estimation. An IFPUGdataset retrieved
from ISBSG (release 2020 R1) will be used as a source of
history datasets.

The following sections are organized as follows:
Section 2 presents the Background; Section 3 highlights
Related Works; Section 4 presents the Problem For-
mulation; Section 5 describes the Experimental Design;
Section 6 presents the Results andDiscussion; Section 7 high-
lights Threats to Validity and Section 8 conveys the Conclu-
sion and Future Works.

II. BACKGROUND
The FPA-IFPUG method [6], [7] is adopted for this research,
which is commonly used for counting the software’s func-
tional size and complexity based on user needs [6]. This
method aims to count a size attribute as the number of transac-
tion function types (EI, EO, EQ) and data function types (EIF,
ILF) produced by software projects. In the ISBSG repository,
EI, EO, EQ, EIF and ILF are categorised as Function Point
Categories Table 1 displays the complexity weights of each
component.

According to the Counting Practices Manual [7], which is
responsible for creating and revising its regulations, version
4.3.1 (2010), the FPA developed by the IFP, known as the
initial function point analysis, is standardized by ISO/IEC
20926:2010. There are four further ISO/IEC Functional Soft-
ware Measurements (FSM): MarkII, MESMA, COSMIC,

TABLE 1. Complexity weights of FPA components [19], [20].

and FISMA. These approaches are outside the scope of this
study; nevertheless, they may be found in the literature [21].

The FPA possesses most of the qualities that may be
used to estimate software projects in the early stages [22].
First, function points may be allocated fully depending on
the requirements or design specifications. It appears that
the initiatives are still in their early stages. Second, they
have nothing to do with language programming, specialized
development tools, or any other type of data processing [19].
Furthermore, because the function points are designed based
on the user’s external perspective of the system, non-technical
users of the software may find them simpler to grasp [23].

TABLE 2. General Systems Characteristics [19], [20].

A linear combination of size attributes with suitable three
degrees of complexity weights is constructed to count func-
tion points. Unadjusted Function Points (UFP) are another
name for this function count. Equation (1) shows the UFP
formula.

UFP =
5∑
i=1

3∑
j=1

BCsij × CWsij (1)

where BCsij is the count of component i at level j, and CWsij
is an appropriate weight given in Table 1.
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The outcome of the function point count is determined
by multiplying the UFP by the adjustment influent factors,
General System Characteristics (GSC). These may aid in
the more precise counting of UFP [24]. Furthermore, Value
Adjustment Factor (VAF) is defined by the formula:

VAF = 0.65+ 0.01×
14∑
i=1

Fi × RatingInfluence (2)

where denotes the GSC factor’s effect, and the system is
influenced by 14 different elements. Table 2 depicts these
factors, while Table 3 depicts the influent factors rating.

The following equation can obtain the Adjusted Function
Points (AFP):

AFP = UFP× VAF (3)

AFP can be used as an input to estimate the effort. The efforts,
on the other hand, will be equal to Productivity (PDR) divided
by the AFP. As indicated in equation (4), efforts will be equal
to PDR into AFP.

Effort = AFP× PDR (4)

TABLE 3. Influent Factors Rating [19], [20].

Casper-Jones presented a rule (5) that might be the suitable
solution to measure the software effort in the project’s early
stages when the productivity value is unknown [25]. It will
be used as a baseline model for comparison.

EffortCasperJones =
AFP
150
× AFP0.4 (5)

III. RELATED WORKS
In software engineering, there have been several studies that
have employed regression models to improve effort estima-
tion. For example, A. Sharma and N. Chaudharyin usedMLR
in estimating the effort for agile software development [13].
There are three models constructed to estimate the effort for
agile software development. Mean Squared Error (MSE) and
Mean Magnitude of Relative Error (MMRE) were measured
as performance metrics. The data was collected from the Zia
dataset [26]. According to the results, the model performs
better in decision trees, stochastic gradient boosting, and
random forests.

Hoc et al. proposed the Adj-Effort approach to optimize
effort estimation in terms of FPA based on the ISBSG release
2020 [27]. They adopted Multiple Linear Regression based
on AdamOptimizer [28] with 10-Fold cross-validation to
optimize the effort estimation. Their findings were compared
with baseline models (Casper-Jones, and FPA-IFPUG) in

terms of MMRE, Mean Absolute Error (MAE), and predic-
tion level at 0.25 (PRED(0.25)). As a result, their model
outperformed the baseline models.

P. Silhavy et al. provided a novel approach for estimating
software development effort [29], which used FPA, categor-
ical variable segmentation (CVS), and stepwise regression.
The stepwise regression method creates each segment as an
estimating model. ISBSG dataset (Release 13, 2015) was
used as the source for observational projects. Compared with
baseline methods, such as non-clustered FPA and clustering-
based models, the suggested model improves prediction per-
formance in terms of Mean Absolute Percentage Error, Mean
Estimation Error, and PRED(0.25). The new CVSmodel also
outperforms the existing techniques in terms of accuracy.

Prokopova et al. used function point approaches to analyze
the influence of a few parameters on work effort estima-
tion [30]. This study considered several aspects, including the
function point count technique, company location, industry
sector, and relative size. Their goal was to see if the pro-
ductivity acquired from the training dataset could be used to
estimate effort and if the performance of the estimates is influ-
enced by the factors used. There are 1,333 selected projects
in the ISBSG dataset as a historical dataset (Release 13).
The dataset was divided into sub-datasets, including DS1
for training and DS2 for testing, which was made using the
hold-out method in a 2:1 ratio. Estimation was done using
MATLAB software.

Furthermore, the VAF plays a crucial role in improving
the accuracy of AFPs based on 14 General System Char-
acteristics. However, according to the ISBSG, this compo-
nent may have gone uncounted recently in most projects.
As a result of this problem, effort estimation in FPA may be
inaccurate. Z. Prokopova et al. introduced Modified Function
Points (MFP) methodologies based on the regression model
approach in 2018 and investigated the impact of VAF on SEE
accuracy [31]. Three techniques for estimating effort were
tested in the variants with and without the VAF factor based
on ISBSG. As a result, the VAF factor had no bearing on
estimating precision.

On the other hand, recent studies have estimated soft-
ware effort accurately using machine learning. Researchers
are attempting to determine which machine learning esti-
mation technique produces the most accurate results based
on commonly accepted evaluation measures (e.g., MMRE,
PRED(0.25)). Moreover, machine learning-based effort esti-
mation techniques have already been published, although the
authors of relevant studies are often unaware of them. Neural
network-based models are a relatively new addition to the
arsenal of machine learning techniques [6]. They are utilized
in software effort estimating because they learn faster and
more efficiently with more accurate results [23], [32].

Ramessur and Nagowah proposed a model that uses
machine learning approaches to assess and forecast sprint
effort while considering a variety of parameters that influ-
ence sprint performance [33]. Several regression algorithms
were used to validate the model, including linear regression,
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K-nearest neighbour, decision tree, polynomial kernel, radius
basis function, and MLP. Using the MLP method, the model
yielded more accurate estimations with reduced error values.
In model evaluation studies, MAE and Root Mean Square
Error are two metrics frequently used. Companies of Mauri-
tius were hesitant to share their datasets due to data standards
of security.

Suyash Shukla et al. proposed MLP to improve the SEE
process [34]. They introducedMLP, Ridge-MLP, Lasso-MLP,
Bagging-MLP, and AdaBoost-MLP models and found that
AdaBoost-MLP achieved the highest accuracy. Desharnais
was used as a historical dataset, and the R-squared met-
ric was used as a comparison [9]. Moreover, Somya Goyal
et al. adopted a non-linear technique for effort estimation
using MLP with the Back Propagation algorithm [35]. They
used the Maxwell dataset in their study with MMRE and
the Median of Magnitude of Relative Error. The results
outperformed the linear regression technique. N. Rankovic
et al. focused on different activation functions in Artificial
Neural Networks (ANNs) and used the Taguchi method to
improve effort, and cost estimation [23]. A. B. Nassif et al.
proposed four models, including MLP, general regression
neural network, radial basis function neural network, and
cascade correlation neural network [36]. Their goal was to
compare neural networkmodels in an unbiasedmanner, using
ISBSG Release 11 as a practical dataset, which has more than
5000 completed projects. MMRE andMAEwere adopted for
comparing models.

Moreover, E. Okewu et al. focused on the performance
of Adam, Root Mean Squared Propagation (RMSProp),
Adaptive Gradient Algorithm (Adagrad), and more robust
extension of Adagrad (Adadelta) in their research into
improving loss quality and training over time [37]. Their
findings indicated that RMSProp and Adam make adaptive
moment estimations to enhance results.

Categorical factors are frequently used in sociological
research [38]. To properly consider using these variables
in predictive methods, they must be classified into several
distinct dummy categories that may directly contribute to the
model. Many researchers have included those as predicted
variables in their models by encoding them [38], [39], [40].
According to Sebastian Gnat, there are five ways to encode,
including one-hot encoding, cat boost encoding, Helmert
encoding, target encoding, and ordinal encoding, and the
one-hot encoding method might perform the best [40]. This
paper will adopt the one-hot encoding technique for encoding
Industry Sector and Relative Size.

According to P. Pospieszny et al., there is a total of
11 factors that impact effort estimation, including Agile,
Application Type, Architecture, Development Platform,
Development Type, Industry Sector, Language Type, Pack-
age customization, Relative Size, Resource Level, and Used
Methodology [30]. As mentioned above, P. Silhavy et al.
introduced a novel SEE [27]. Their approach is based on FPA
and categorical variable segmentation. Relative Size (RS),
Industry Sector (IS), and Business Area are three categorical

variables mentioned in their research [12]. As a result, they
concluded that Relative Size might contribute the most to
accuracy compared with Industry Sector and Business Area
Type.

IV. PROBLEM FORMULATION
As previously mentioned, RS and IS are significant factors
affecting effort estimation accuracy. Accordingly, this paper
utilizes both factors by combining selected categorical vari-
ables with the IFPUG size attributes for the application of
estimating software effort. ANNs, such as MLP, PyDL, and
MLR are considered in this study. The latest ISBSG dataset
(release R1/2020) is used as an experimental data source. The
Scikit-learn/Keras/Pytorch/dummy python library has been
selected for implementation.

A. RESEARCH QUESTIONS AND
HYPOTHESIS FORMULATION
Three research questions (RQs) must be solved to accomplish
the task:

1) RQ1: How do the IS and RS influence the estimation
accuracy of the MLR, MLP, and PyDL models?

2) RQ2:Which predictors set is the highest performing for
the MLR, MLP, and PyDL models?

3) RQ3: Is the PyDL/MLP model estimation more accu-
rate than the MLR model?

4) RQ4: The model improves estimation accuracy when
compared to baseline models?

As described later, several experiments will be performed
to respond to the RQs. We assume that the estimation error of
the PyDL/MLPmodel is sufficiently lowwhen one of the pre-
dictor combinations is significantly lower than the prediction
errors of the baseline methods. A statistical hypothesis was
tested to determine if the PyDL/MLP model performs better:
H0 : µMetricPyDL/MLP = µMetricMLR/baseline ; there is no predic-

tion capability difference between baseline and tested mod-
els. There is no difference in the mean of evaluation metrics,
as described later.

Alternative hypothesis:
H1 : µMetricPyDL/MLP < µMetricMLR/baseline ; there is a

difference in prediction capability between FPA and the
PyDL/MLP or MLR. The mean of the test metric is signif-
icantly lower for at least one of the tested models compared
with the FPA method.

This paper compares the accuracy of the testedmodels with
that of the baseline model’s t-test. The paired t-test for two
samples is used as a test of the null hypothesis.

B. EVALUATION METRICS
This section provides standards for validating the precision
of each method’s effort estimation. There are standard tests
to validate the efficiency of experiments, such as Magni-
tude of Relative Error (MRE) [38] and MMRE. However,
Shepperd and MacDonell suggest not using these metrics
because of their biased nature [41]. This study uses further
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criteria to improve the experiment’s efficiency. MAE refers
to the discrepancy between the expected and actual results.
Moreover, PRED(x), Mean Balance Relative Error (MBRE),
Mean Inverted Balance Relative Error (MIBRE) values are
considered as additional further research criteria.

Additionally, SA is a denotation of Standardized Accu-
racy (9), whereMAEp is the average value of the large number
(typically 1000), runs of random guessing [41], [43], [44].
It is a metric that compares how improved the prediction
model is relative to the baselinemodel [41]. Higher SA values
indicate a more accurate predictive model. A negative value
implies the accuracy is less sufficient than random guessing.
Whereas the objective is to maximize PRED(x) and SA,
the objective for all remaining evaluation measures is to be
minimized.

Furthermore, R2 and Adjusted R2(Adj − R2) are statis-
tical indicators of the goodness-of-fit. Their values range
from 0 to 1. Greater R2 and (Adj−R2) values represent a more
accurate estimation ability of the model [45]. These criterion
formulas are expressed as follows:

MAE =
1
n

n∑
i=1

∣∣yi − ŷi∣∣ (6)

MREi =

∣∣yi − ŷi∣∣
yi

(7)

SA = (1−
MAE

MAEp
)× 100 (8)

PRED(x) =
1
n

{
1 if MREi ≤ x
0 otherwise

(9)

MBRE =
1
n

n∑
i=1

∣∣yi − ŷi∣∣
min(yi, ŷi)

(10)

MIBRE =
1
n

n∑
i=1

∣∣yi − ŷi∣∣
max(yi, ŷi)

(11)

R2 = 1−

∑n
i=1

(
yi − ŷi

)2∑n
i=1 (yi − ȳi)

2 (12)

Adj− R2 = 1−
n− 1
n−l − 1

(
1− R2

)
(13)

where n is the number of measurements; l is the number of
predictors; yi is the observed value; ŷi is the predicted value;
ȳ is the mean of the observed value.

V. EXPERIMENTAL DESIGN
A. TESTED MODELS
1) MLR
2) MLP
3) PyDL

MLR is the most popular method for observing the relation-
ship between a response variable and predictor variables [2].
It is used to predict SEE based on a given set of indepen-
dent variables. The formation of MLR is written as a linear
equation between a dependent variable and a number of p

independent variables, X1,X2, . . . ,Xp, as follows:

y ≈ β0 + β1 × X1 + β2 × X2 + . . .+ βp × Xp + ε (14)

where y is the response variable, which stands for the output
in this paper; X1,X2, . . . ,Xp can represent one of six com-
bination groups of predictors, including AFP, EI, IO, EQ,
EIF, ILF, RS, IS; β0 is an intercept, and β1, β2, . . . , βp are
regression coefficients; ε is presented as an error residual. The
intercept and regression coefficients are unknown values. Hoc
et al. mentioned that unknown variables might be resolved by
adopting the Adam-Optimizer approach with 10-Fold cross-
validation based on a historical dataset [28]. This approach
will be adopted in this research to determine the unknown
values.

MLP creates a network to simulate the process of the
human brain [46]. When addressing an effort estimation
issue, MLP is used to learn the improved weight values corre-
sponding to each link in the network to achieve the minimum
discrepancy between the estimated and real effort.

The first layer is the input layer (see Figure 1). A total
of up to six combination groups of predictors are consid-
ered in this study. Each group of these predictors is added
to this layer. Summary Work Effort (SWE) is the output
layer. As previously mentioned, E. Okewu et al. (2020) stated
that RMSProp and Adam might make adaptive moment esti-
mations to improve predictive effort estimation. Therefore,
RMSProp is used in the hidden layers to adjust the weights
of the input variables.

In addition, MSE is used to improve a model’s fit [47].
Nwankpa, Ijomah, Gachagan, and Marshall concluded that
the Rectified Linear Unit (ReLU) is the common activation
function choice [48]. Thus, ReLU is chosen as the activation
function in this process. Similarly, 10-Fold cross-validation
is also employed to examine its performance and reliability.
Moreover, the number of hidden layers and the number of
nodes in each hidden layer are suggested experimentally
based on the criterion of the highest R2 value.
Regarding PyDL model, the following requirements are

designed: (i) a constructor where the layers, the number of
nodes, and type are specified (linear, convolutional, pooling).
(ii) Backwards: This function determines the links between
the neural network layers. The activation functions are ReLU
for the hidden layers. The loss function used in this study is
cross-entropy. The optimizer is RMSprop, which is used for
neural network training using backpropagation, and the learn-
ing rate is 0.001. Based on the experimental results, weight
decay and the number of hidden layers are chosen. (iii). The
optimizer.step() method calls to update the network weights
based on the learning rate parameter value, which defines
how much the model changes in response to the estimated
loss function value. Finally, 10-Fold cross-validation is also
applied in this model.

Three models, MLR, MLP, and PyDL are tested with the
following predictors (model inputs):
• P1: AFP
• P2: EI, EO, EQ, EIF, ILF
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FIGURE 1. The structure of MLP models used to evaluate the effort estimation.

• P3: AFP, IS
• P4: EI, EO, EQ, EIF, ILF, IS
• P5: AFP, IS, RS
• P6: EI, EO, EQ, EIF, ILF, IS, RS

The dependent variable (model output) is SWE, representing
development effort in person-hours, as reported in the dataset.
Baseline models:
• FPA-IFPUG
• Capers-Jones

B. RESEARCH METHODOLOGY
The experimental process is described in Figure 2. The exper-
imental process starts with dataset processing, as described in
detail in the following section. When a dataset is processed,
then experiments are performed.

For MLR models:
1) Creating the training and testing sets by using the ratio

(80:20) method
2) Setting a one of predictors list (from P1 to P6), the

dependent variable was set to SWE
3) Applying MLR to all projects in the training set based

on a 10-Fold cross-validation
4) Computing R2, Adj − R2, and performance metrics

(section IV.B)
To obtain a new estimation, the procedure is as follows:
1) For each observation in the testing dataset, use the list

of predictors (from P1 to P6)
2) Pre-training model performs an estimation of work

effort in hours
3) Calculation of evaluation metrics for projects

in the testing set is then computed for each
observation

For MLP and PyDL models:

1) Creating the training and testing sets by using the ratio
(80:20) method

2) Setting one of the predictors list (fromP1 to P6) as input
3) Model output is SWE
4) Applying a training procedure for the MLP and PyDL

model based on 10-fold cross-validation of all projects
in the training set

5) Computing R2, Adj − R2, and performance metrics
(section IV.B)

To obtain a new estimation, the procedure is as follows:

1) For each observation in the testing dataset, use P1 to P6
as inputs

2) Pre-training MLP and PyDL models perform estima-
tion of work effort in hours

3) The number of hidden layers and number of nodes
in each hidden layer is chosen based on the highest
R2 value

4) The evaluation metrics for projects in the testing set are
then computed

The expression for R2, Adj − R2, are given in equation
(12) and (13). They are statistical values used to measure how
close the observed data are to the predicted data to calculate
the approximate accuracy of an ANN. The selected model
is most effective with a minimum for the MMRE, MBRE,
MIBRE, MAE and a maximum for the PRED(0.3) and SA.

C. DATASET PROCESSING
This paper uses the ISBSG projects repository (release
R1/2020) [27] for the source of observational projects. They
have 9,592 completed software projects with 251 recorded
attributes, and these attributes are divided into several groups,
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FIGURE 2. Experiment Design Diagram.

including Rating, Development Type, and Sizing. For our
case, the Sizing group represents the AFP and VAF. Size
attributes are recorded in the Size group attributes. The Effort
group coversNormalizedWork Effort and SWE. In this paper,
SWE provides the total effort in hours recorded against the
observed project. Moreover, the rating code denoted A, B,
C, or D (from high-quality to low-quality), is illustrated in
the Rating group. Industry sector, Relative Size, and Devel-
opment Type are recorded in the Major group attributes.

Datasets are processed to ensure the availability of all the
necessary variables for all of the experiments. The datasets
are filtered using the criteria mentioned below.

1) The study only considers data projects with higher
quality (A and B ratings), as advised by ISBSG and pre-
vious reports [27], [49]. The other hypothesis considers
insufficient legitimacy attributable to either an impact
of inadequate evidence or a combination of factors [50],
lowering the scope of the dataset to 8,619 projects.

2) This study primarily depends on the IFPUG’s FPA-
based counting approach. The scale is decided by
MarkII, MESMA, COSMIC, and FISMA, all of which
are skipped, leaving 6,365 records remaining.

3) This paper focuses on the influence between SWE
and AFP, EI, EO, EQ, ILF, ELF, Industry Sector, and
Relative Size, so all those uncounted will be ignored,
leaving 1,515 observational projects.

4) Moreover, the interquartile range (IQR) approach is
employed to remove outliers. The values of SWE, AFP,
EI, EO, EQ, ILF, and ELF might be considered for
elimination if they are out of the range fromQ1−1.5×
IRQ to Q3 + 1.5× IRQ, where Q1 is the first quartile,
and Q3 is the third quartile [51].

5) One-hot encoding technique [9] is applied to con-
vert categorical variables into numerical variables.
A dummy variable will be defined corresponding to
each kind of category. It means that m dummy variables
are identical if a categorical variable contains m – 1 cat-
egory. This research is employed for both categorical
variables, IS and RS. Each type is mapped to a Boolean
variable with either a value of zero or one.

6) The features in the dataset have many scales, SWE,
AFP, EI, EO, EQ, ILF, EIF, and even PDR, so to ensure
that they had the same degree of influence [52], [53],
they were scaled using max-min normalization as pre-
sented in equation (15).

Xi =
xi − min(X

max(X )− min(X )
(15)

D. VALIDITY EVALUATION
Validity evaluation is an inaccurate evaluation method used
to analyze the models in this study, which might affect the
validity of conclusions produced from experimental research.
Specifically, it pertains to the process of statistical sample
validation. The 10-fold cross-validation method was used
to mitigate the validity issue, ensuring that the suggested
approach is appropriately examined. The selection of param-
eters in the PyDL, MLP and MLR techniques is another type
of evaluation that may affect the validity of the generated
findings. In this study, we employ the default parameter set-
tings of the MLP technique and the experimentally obtained
parameters for PyDL.

The range of validity of data produced in this paper is
concerned with external validity and whether the results can
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be utilized in a different environment. The prediction ability
was tested using the ISBSG 2020 (release R1).

The performance accuracy of the suggested method is
assessed using evaluation metrics. According to previous
reports [41], [42], [54], evaluation metrics such as MMRE,
MBRE, MIBRE, MAE, PRED(0.3), and SA according to
previous reports. As a result, the experimental findings of this
study are highly generalizable.

VI. RESULTS AND DISCUSSION
This section presents the results of proposed approaches
based on criteria validation. The findings of MLR, MLP, and
PyDL models are shown in Table 4.

TABLE 4. The R2 and Adj − R2 of models PyDL, MLP, and MLR.

As shown in Table 4, the predicted SWE obtained from
MLP/PyDL models are fitter than those obtained from MLR
models, as seen from the R2 and Adj−R2 values. The respec-
tive MLP/PyDL are more significant than those obtained
from MLR. The combination of predictors between EI, EO,
EQ, EIF, ILF, and IS created the highest accuracy. Moreover,
the findings reveal that PyDL outperforms better than MLP.

TABLE 5. The performance of effort PyDL-based, MLP-based vs.
MLR-based estimation methods.

Table 5 presents the results of all criteria (MMRE, MBRE,
MIBRE, MAE, PRED(0.3), SA) used for comparing the
estimation methods with comparative models. It is clear that
MMRE,MBRE,MIBRE, andMAEobtained from estimation
models (PyDL, MLP), are less than those obtained from

comparative models, while and SA attain the maximum per-
formance. In addition, the values ofMMRE,MBRE,MIBRE,
MAE, PRED(0.3), and SA based on P4 are better than those
found with other combination groups (P1, P2, P3, P5, P6) in
both estimation methods vs comparative models.

Table 5 presents predictive statistics adopted to vali-
date the accuracy of MLR and MLP models compared to
baseline models (Capers Jones and FPA-IFPUG). As seen,
the researched models perform better than the comparative
models. The values of MMRE, MBRE, MIBRE, and MAE
obtained from MLR-P4/MLP-P4 showed the minimum val-
ues. The PRED(0.3) and SA of MLR-P4/MLP-P4 attained
maximum values. Significantly, the deep learning model
obtained from Pytorch has the best performance compared
with MLR and MLP. The PyDL model also demonstrates
that P4 is the best predictor to obtain the good-fitness model
among six predictors.

TABLE 6. The performance of effort estimation methods vs comparative
models.

In conclusion, the criteria mentioned above are statistically
the most relevant for the creation of our model, answering
RQ1:

1) RQ1:Howdo the IS andRS influence the estimation
accuracy of the MLR, MLP, and PyDL models?
Table 4 shows that the values of R2 and Adj −
R2 obtained from the studied models without using IS
(P1, P2)might be less accurate thanmodels with IS (P3,
P4). In fact, R2 values attained from the proposal mod-
els with IS are all larger than those frommodels without
using those categorical variables. However, comparing
P3 vs P5 and P4 vs P6 in terms of R2 and Adj − R2,
we can see that the predictive estimation might be less
accurate when the RS factor is added to those models.
The results reveal that AFP+EI+EO+EQ+ILF+EIF+IS
combined with RS might not enhance estimation accu-
racy only by combining models with IS.
Moreover, Table 5 presents the accuracy of effort
estimation based on PyDL, MLP and MLR models.
As can be seen in the three approaches, the perfor-
mance of effort obtained from P3 and P4 is better
than that obtained from P1 and P2, respectively. These
findings reveal that IS positive impacts effort estima-
tion. By contrast, when we include more RS factors in
models (P5 and P6), their performance might be less
accurate than that of the corresponding models (P3 and
P4). It might reveal that RS is a negative influence on
effort estimation.
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2) RQ2: Which predictors set is the highest perform-
ing for the MLR, MLP, and PyDL models? As
seen in Table 5, the experimental statistics in terms
of MBRE, MIBRE, MAE, PRED(0.3), and SA for
evaluating the groups of predictors (particularly P1
and P2) reveal that Function Point Categories (EI, EO,
EQ, EIF, ILF) might contribute to higher performance
than AFP. The best predictors for estimating effort in
MLR, MLP, and PyDL appear to be P4, where MMRE,
MBRE, MIBRE, and MAE showed the minimum val-
ues, PRED(0.3) and SA attained the maximum values.
This conclusion might indicate that we might need
Function Point Categories as predictors rather than
AFP in terms of effort estimation. As can be seen in
equation (4), AFP is measured by UFP multiplied by
VAF. It means that we need to measure UFP based
on equation (1) as well as calculate VAF based on
equation (2). These might increase the complexity of
the calculation.

3) RQ3: Is the PyDL/MLP models estimation more
accurate than the MLR model? Table 5 presents the
accuracy of the effort estimating approaches based on
MLR, MLP, PyDL. As seen, all the corresponding cri-
teria of PRED(0.3), and SA obtained from PyDL/MLP
are greater than those obtained from MLR. PyDL-
P4/MLP-P4 might be the most accurate among the
researched models because MMRE, MBRE, MIBRE,
and MAE are the most minimized, while PRED(0.3)
and SA are maximized.

TABLE 7. Hypothesis t-test results of MLP and MLR models.

In addition, based on the paired t-test results shown in
Table 7 and Table 8, we find that the values of MREs
are significantly different between MLP- P4 and other
models (Table 7) and between PyDL-P4 and other
models (Table 8) due to all the p-values being less than
0.05. This result suggests that one model may reject the
null hypothesis and accept the alternative hypothesis.
These experimental findings show that PyDL-P4/MLP-
P4 is the best suited for estimation accuracy among the
studied models, and PyDL-P4 outperforms better than
MLP-P4.

4) RQ4: The model improves estimation accuracy
when compared to baseline models?

TABLE 8. Hypothesis t-test results of PyDL and MLP models.

As discussed in RQ2, PyDL-P4/MLP- P4 is the best-fit
model among the studied estimation methods. The cri-
teria validation mentioned in section 4.2 is adopted
to validate the effort estimation performance com-
pared with baseline methods. As seen from Table 6,
MMRE, MBRE, MIBRE, and MAE obtained from
PyDL-P4/MLP-P4 are less than those obtained from
Capers Jones and FPA-IFPUG, while SA is maximized
for PyDL-P4/MLP-P4. Furthermore, paired t-test was
applied to determine the differences in MREs between
themodels (Table 9). As a result, the p-value is less than
0.05, which proves a significant difference between the
models.

TABLE 9. Hypothesis t-test results of baseline models.

VII. THREATS TO VALIDITY
A. INTERNAL THREATS
The most significant threats, in our opinion, are to the study’s
internal validity or the extent to which conclusions can
be drawn about the better parameter setup for PyDL and
MLP-based effort estimation. One possible threat to internal
validity is the selection of appropriate parameters. There are
no specific rules for determining such parameters for each
dataset.

Although it is widely acknowledged that the appropriate
parameters significantly impact the identification of good
fitness models, we have chosen parameter values for the deep
learning and MLP model in this study by using experiments.
We believe this decision is justified, even though it costs time-
consuming. Although the effectiveness of the performance
measure used as the preventing criterion has been empha-
sized, complete certainty in this regard has been challenged,
and we are forced to rely on standard performance measures;
MMRE, MBRE, MIBRE,PRED(0.30), MAE and SA as the
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basis of selection. Because this study was motivated by pre-
vious studies that usedMMRE,MBRE, MIBRE, PRED(0.3),
MAE, and SA as optimization criteria [36], [41], we do not
consider the choice an issue. We used the 10-fold cross-
validation strategy to compare various adaptation techniques.
The main reason is that 10-fold cross-validation has previ-
ously been used in studies and is recommended by [18], [25],
and [29] for comparing effort estimation models.

B. EXTERNAL VALIDITY
The ISBSG dataset 2020 (the latest version of the ISBSG
organization) was used. Compared to the previous version,
there are no new additions to the new developments category.
Furthermore, we believe that some datasets are too old to
estimate software effort estimation because they represent
various software development methods and technologies.
This could be due to the fact that new development projects
have not yet been completed, so there is no new updated
information available.

VIII. CONCLUSION AND FUTURE WORKS
In this paper, the groups of six predictors (P1 to P6) are
considered input variables for two effort estimation models,
where the output is SWE. Multiple Perceptron Neural Net-
works, Pytorch-based Deep Learning and Multiple Linear
Regression with 10-Fold cross-validation are employed for
effort estimation models. The IFPUG dataset (ISBSG 2020,
release R1) was used as the observational dataset for this
study. These datasets were randomly separated into two sub-
datasets, 80% of the dataset for training and 20% for testing
all the researched models.

We concluded that effort estimation based on predictor P4
brings more accurate results than others. First, using Function
Point Categories as input variables might yield higher pre-
dictive model accuracy than using AFP. The statistical results
such as MBRE, MIBRE, MAE, PRED (0.3) and SA in all
three methods obtained from P2/P4 may be better than the
results obtained from P1/P5 (see Table 5).

On the other hand, the findings show that Function Point
Categories integration with Industry Sector might result in
higher accuracy for effort estimation. By contrast, adding
Relative Size to the input variables might negatively affect the
prediction accuracy. We highly recommend using Industry
Sector rather than the Relative Size factor in effort estimation
and adopting Function Point Categories rather than AFP.

Regarding the performance of the three different
approaches, the findings show that PyDL, and MLP
approaches might result in improved good-fitness mod-
els compared with MLR. PyDL-P4/MLP-P4 achieved the
highest accuracy, with PRED(0.3) of 72%/61% and SA of
72%/53%, and PyDL may yield promising results compared
with MLP.

The limitation of this research is that the findings are
based on a filtered dataset with limited data. These results
should be validated when we have more datasets in the future.
Furthermore, while cross-validation with 10-fold was used in

this paper, wemight not ensure that observational projects are
treated fairly in selecting the training and validation datasets
in the folds, especially for categorical attributes.

The data augmentation and class weight approaches are
standards in deep learning. Data augmentation is an approach
to increasing the diversity of training data [55], and class
weight is used to determine the weight of each categor-
ical variable when the dataset is unbalanced [56]. These
approaches might be employed to ensure the diversity and
completeness of selected projects in the imbalanced projects.
In the future, these suggested methods should be considered
to uncover additional factors that positively impact the pre-
dictive model of effort estimation.

Last but not least, Conic Multivariate Adaptive Regression
Splines (CMARS) [57] are an alternative to the backward
step of MARS proposed by [57] and [58], and Bootstrapping
CMARS [59] should be employed to verify their general
usefulness, find other potential flaws and limitations, and
realize even more effective methods.
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