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#### Abstract

Simple optoelectronic exteroceptive sensor for controlling and learning the dynamical equilibrium of a walking robot is presented. Sensor consists of the digital camera and structured light source, for example laser diode module with Diffractive Optical Element. Digital camera captures structured configuration of light spots projected on a surface in front of a robot. There are two variants, the light source position is fixed to the digital camera and there is no reference object at scene. In these case only medial and lateral tilt to plane in front of the robot is estimated and second variant when only light source of the robot is fixed to any part of robot and camera is placed somewhere else. In these case multi-degrees-of-freedom information can be estimated. The image information from the digital camera is input for the control of a dynamical equilibrium of a walking robot.


## 1. Introduction

This article proposes simple optoelectronic exteroceptive sensor for the control of the dynamical equilibrium of a walking robot mainly for the indoor environments. It is not supposed as a main control device, but it is means as an extension for optimal motion on a planar surface. There are two versions, first the camera is fixed to the light source and placed to the robot oriented toward, then the medial and lateral tilt is estimated as the input information for the control of a dynamic equilibrium of a walking robot depicted in Figure 1. Additionally, the second camera, placed apart from the robot can be used if there is a reference object with two pair of parallel lines [1]. In this case, multi-degrees-of-freedom information can be used for the control of a dynamical equilibrium of a walking robot, depicted in Figure 2.


Figure 1.Walking robot with mounted optoelectronic exteroceptive sensor.


Figure 2. Second camera and reference rectangle

## 2. Methods

The main part of the image processing is done using the algorithm for the analysis of the image information for the accuracy of the positioning of the laser diode's light spots [3], depicted in Figure 3 which creates the input information for the control of the walking robot. The laser light spots positions are determined using basic matching algorithm. Using 2-D Gauss distribution precise position of the center of the lasers light spot is estimated. The camera system distortion has to be considered and is eliminated by the application of the calibration camera model [4] and [5]. Perspective distortion is removed using two parallel lines in a reference object [6]. A projective transformation can map ideal points to finite points. Under an affine transformation the ideal points remain at infinity [6].

## 3. Algorithm components

In Figure 3 you can see the example of the pattern consist of four points $\mathrm{A}, \mathrm{B}, \mathrm{C}$, D projected with four laser beams from one center with the uniform inter-beam angle $\sigma$. These laser beams creates pyramid. In case, that there is any reference object with know pair of parallel lines, perspective distortion could be removed using the two parallel lines in reference object [3]. It means that there should be
another reference pattern, square or rectangle, with known parallel lines. In this study, only the pattern with four points is described. The main reason is that it could be easily built with four low-cost laser diodes mounted in desired configuration. This algorithm is designed to be used in low cost embedded hardware like FPGA or microcontroller.


Figure 3. Projection of structured configuration of the light spots $(A, B, C, D)$

Algorithm has these basic steps

1) Estimation of the suspicious areas
2) Finding the suitable areas combination
3) Camera distortion elimination
4) Estimation of the centre of the light spot using 2-D Gauss distribution
5) Estimation of the medial and lateral tilt or of the multi-DoF information.

The matching algorithm uses the pattern with the discrete Gauss distribution. Only areas with a sudden change of brightness are tested. The suspicious areas are the areas which match the pattern and are small enough to be considered as
light spots. First step is the affine rectification. A projective transformation can map ideal points to finite points. Under an affine transformation the ideal points remain at infinity [6]. Angles $\beta_{1}, \beta_{2}$ of the rotations of the pyramid axis around pyramid's base diagonals are computed from ratio of length of $u_{i}, u_{2}$ respective $u_{3}, u_{4}$ :
$k_{1}=\frac{u_{1}}{u_{3}} k_{2}=\frac{u_{2}}{u_{4}}$
$\beta_{1}=a \cos \frac{\sqrt{\left(1+k_{1}\right)^{2}} \sin \sigma}{\sqrt{1+k_{1}^{2}-2 k_{1} \cos (2 \sigma)}}$
$\beta_{2}=a \cos \frac{\sqrt{\left(1+k_{2}\right)^{2}} \sin \sigma}{\sqrt{1+k_{2}{ }^{2}-2 k_{2} \cos (2 \sigma)}}$
Where $\sigma$ is the light source inter-beam angle and $u_{1} \geq u_{3} ; u_{2} \geq u_{4}$. As the affine transformation preserve ratio of lengths on collinear lines, the ratio of $k_{l}$ and $k_{2}$ should be equal. Then, the expected positions of light's beams with known angles are constructed. These positions are compared with measured position and parameters of the inverse affine transformation are computed.

As the affine transformation preserve ratio of lengths on collinear lines, the ratio of $k_{1}$ and $k_{2}$ should be the same. Then, the expected positions of light's beams with known angles are constructed. These positions are compared with measured position and parameters of inverse affine transformation are computed. Combinations with low affine transformation error and with the low difference of the ratio $k_{l}$ and $k_{2}$ are chosen. The best combination is finally estimated according to its brightness and level of matching to the pattern.

By solving system of equations (2) for 3 and more corresponding points, we can find matrix $T$, which can be easily transformed to the affine transformation matrix $T_{A}$.

$$
\left[\begin{array}{c}
x^{\prime}  \tag{2}\\
y^{\prime} \\
1
\end{array}\right]=T\left[\begin{array}{c}
x \\
y \\
1
\end{array}\right] T=\left[\begin{array}{lll}
a & b & c \\
d & e & f \\
g & h & i
\end{array}\right]
$$

$$
\begin{align*}
& a x+b y+c-g x^{\prime} x-h x^{\prime} y-i x^{\prime}=0 \\
& d x+e y+f-g y^{\prime} x-h y^{\prime} y-i y^{\prime}=0 \tag{3}
\end{align*}
$$

$$
\left[\begin{array}{ccccccccc}
x_{1} & y_{1} & 1 & 0 & 0 & 0 & -x_{1}^{\prime} x_{1} & -x_{1}^{\prime} y_{1} & -x_{1}^{\prime}  \tag{4}\\
0 & 0 & 0 & x_{1} & y_{1} & 1 & -y_{1}^{\prime} x_{1} & -y_{1}^{\prime} y_{1} & -y_{1}^{\prime} \\
\vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots \\
x_{n} & y_{n} & 1 & 0 & 0 & 0 & -x_{n}^{\prime} x_{n} & -y_{n}^{\prime} x_{n} & -x_{n}^{\prime} \\
0 & 0 & 0 & x_{n} & y_{n} & 1 & -y_{n}^{\prime} x_{n} & -y_{n}^{\prime} y_{n} & -y_{n}^{\prime}
\end{array}\right]=\left[\begin{array}{c}
a \\
b \\
c \\
\vdots \\
i
\end{array}\right]
$$

The radial distortion can be approximated using the expression (6) and tangential distortion is often describes as expression (7)[5]

$$
\begin{gather*}
{\left[\begin{array}{l}
\tilde{u}_{i} \\
\tilde{v}_{i}
\end{array}\right]=\left[\begin{array}{c}
\frac{x}{z} \\
\frac{y}{z}
\end{array}\right]}  \tag{5}\\
{\left[\begin{array}{l}
\delta u_{i}^{(r)} \\
\delta v_{i}^{(r)}
\end{array}\right]=\left[\begin{array}{l}
\widetilde{u}_{i}\left(k_{1} r_{i}^{2}+k_{2} r_{i}^{4}+\ldots\right) \\
\widetilde{v}_{i}\left(k_{1} r_{i}^{2}+k_{2} r_{i}^{4}+\ldots\right)
\end{array}\right] r_{i}=\sqrt{\widetilde{u}_{i}^{2}+\widetilde{v}_{i}^{2}}}  \tag{6}\\
{\left[\begin{array}{l}
\delta u_{i}^{(r)} \\
\delta v_{i}^{(r)}
\end{array}\right]=\left[\begin{array}{l}
2 p_{1} \tilde{u}_{i} \widetilde{v}_{i}+p_{2}\left(r_{i}^{2}+2 \widetilde{u}_{i}^{2}\right) \\
p_{2}\left(r_{i}^{2}+2 \widetilde{v}_{i}^{2}\right)+2 p_{2} \tilde{u}_{i} \tilde{v}_{i}
\end{array}\right] r_{i}=\sqrt{\widetilde{u}_{i}^{2}+\widetilde{v}_{i}^{2}}} \tag{7}
\end{gather*}
$$

A camera model for distortion calibration is derived by combining the CCD camera projection model (5) with the correction for the radial and tangential distortion components.

$$
\left[\begin{array}{c}
u_{i}  \tag{8}\\
v_{i} \\
1
\end{array}\right]=K\left[\begin{array}{c}
\left(\widetilde{u}_{i}+\delta u_{i}^{(\prime)}+\delta u_{i}^{(\prime)}\right. \\
\left(\widetilde{v}_{i}+\delta v_{i}^{(r)}+\delta v_{i}^{(\prime)}\right) \\
1
\end{array}\right]
$$

Precise positions of the centers of the laser light spots are estimated using 2-D Gauss distribution approximation [3]. And we considered the centre of 2-D Gauss distribution approximation as the centre of the laser light spot. In case, there is reference object, positions of the centers of the laser light spots can be transformed into the three rotations and three translations [7].

As a final step, the information about the medial and lateral tilt or of the multiDoF information can be used as input information to the neural network that provides control of the dynamic equilibrium of a walking robot.

## 4. Implementation

Evaluating algorithms are implemented in MATLAB and executive algorithms are implemented in the Field Programmable Gate Array (FPGA) with the Very

High Density Hardware Description Language (VHDL).

## 5. Conclusion

This article propose simple optoelectronic sensor for the control of the dynamical equilibrium of a walking robot mainly in indoor environments. The medial and lateral tilt or multi-degrees-of-freedom information can be used for the control of the walking robot or for the learning of walking robot.
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